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背景

大模型的规模与性能持续增长
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背景

模型参数增长带来一系列常见问题, 比如推理延迟、显存消耗、能耗过高
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背景

A Survey of Model Compression Techniques: Past, Present, and Future, 2025
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量化

将模型权重从高精度浮点数转为低精度整数, 这样每个参数占用更少字节, 从
而模型更小和推理更快
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蒸馏

让一个小模型学习大模型的知识, 使其在模型规模更小的情况下, 依然具备与
大模型相近的推理能力和泛化能力
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剪枝

删除模型中影响较小的参数或结构, 减少计算量和存储需求
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低秩分解

将大型矩阵分解为若干低秩矩阵乘积, 可以减少参数量和计算量, 同时尽量保
持模型性能
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应用

TensorSLM: Energy-efficient Embedding Compression of Sub-billion Parameter
Language Models on Low-end Devices, 2025
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应用

Distilling Large Language Models for Efficient Clinical Information Extraction,
2025
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应用

DSDrive: Distilling Large Language Model for Lightweight End‑to‑End
Autonomous Driving, 2025
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应用

Distilling the Knowledge from Large-Language Model for Health Event
Prediction, 2024
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非结构化剪枝

Magnitude
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非结构化剪枝

SparseGPT

问题建模
min

Mℓ,Ŵℓ

∥WℓXℓ − (Mℓ ⊙ Ŵℓ)Xℓ∥2
2
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非结构化剪枝

Optimal Brain Surgeon（OBS）原理

δm = − wm

[H−1]mm

· H−1
:m , εm = w2

m

[H]−1
mm

16 / 35



非结构化剪枝

共用 Hessian
Uj+1 = Uj − {j} with U1 = {1, ..., dcol}

(HUj+1)−1 =
(

B − 1
[B]11

· B:1B1:

)
2:,2:
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非结构化剪枝

实验结果 — NVIDIA A100 GPU
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非结构化剪枝

推广至半结构化剪枝以及和量化结合
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非结构化剪枝

网络剪枝与大模型剪枝
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结构化剪枝

LoRAP: Transformer Sub-Layers Deserve Differentiated Structured Compression
for Large Language Models, 2024
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结构化剪枝

SlimLLM (Huawei Noah’s Ark Lab, China)
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结构化剪枝

Attention + FFN + Linear Regression
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结构化剪枝

注意力头剪枝
Qi = XW Q

i , Ki = XW k
i , Vi = XW V

i

headi = Softmax
(

QiK
⊤
i√

dk

)
Vi

MHA(X) =
h∑

i=1
headiW

o
i

Pearson(·) 相似度

Scorei = −Pearson(XWo, XWo − XiW
o
i )
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结构化剪枝

贪婪搜寻算法
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结构化剪枝

FFN 剪枝

W
′ = W ⊤

downQ

Ci = sigmoid(Mi/M̄)

⇓

Id
j = ∥W

′
j1C1, W

′
j2C2, ..., W

′
jDCD∥2

⇓

Ij = ∥Xj∥2Id
j + ∥XL2W j

gate∥2 + ∥XL2W j
up∥2

rlayeri
= r0 · Softmax

(
α · E

[
Xi,tX

⊤
i+1,t

∥Xi,t∥2 · ∥Xi+1,t∥2

])
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结构化剪枝

线性回归策略
Oi = AiO

pruned
i + Bi

O = Xin(A · WO)⊤ + B
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结构化剪枝

零样本实验
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结构化剪枝

零样本实验
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混合粒度剪枝

Toward Adaptive Large Language Models Structured Pruning via Hybrid-grained
Weight Importance Assessment, 2025
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小结

Efficient Large Language Models: A Survey, 2024
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小结

Efficient Large Language Models: A Survey, 2024
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小结

Optimizing LLMs for Resource-Constrained Environments: A Survey of Model
Compression Techniques, 2025

Efficient Inference for Large Reasoning Models: A Survey, 2025

Compression Laws for Large Language Models, 2025

A Survey on Model Compression for Large Language Models, 2024

Model Compression and Efficient Inference for Large Language Models: A
Survey, 2024

A Survey on Transformer Compression, 2024

Efficient Large Language Models: A Survey, 2024
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Q&A
Thank you!
感谢您的聆听和反馈


