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简介

强化学习（Reinforcement Learning, RL）是一种模仿人类通过试错学习的 AI
方法, 它不需要明确标签, 而是通过奖励信号指导学习
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简介

强化学习基础概念
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简介

状态 State / 动作 Action / 策略 Policy / 奖励 Reward
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简介

轨迹 Trajectory / 回报 Return

s1
a2−→r=0 s2

a3−→r=0 s5
a3−→r=0 s8

a2−→r=1 s9
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简介

探索和利用指智能体在决策时需要在尝试未知动作以获取新信息 (探索) 与
选择已知最优动作以获得最大回报 (利用) 之间取得平衡
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简介

主要算法类型
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相关算法

Q-learning 是一种基于价值的强化学习算法, 核心目标是学习出 Q 函数, 也就
是状态 s 和动作 a 的组合能带来多少长期奖励
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相关算法

Q-learning 算法流程
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相关算法

https:/virtual-labs.github.io/exp-q-learning-iiith/simulation.html
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相关算法

Q-learning 靠 Q 表学策略, 不断探索、利用、更新, 最终学出最优路径, 让智
能体从乱走变成会走
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相关算法

当状态空间过大时, Q 表根本存不下
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相关算法

Deep Q Network 把神经网络引入到 Q-learning 中, 用神经网络来近似 Q 函数,
这样就能输入原始图像、输出每个动作的 Q 值
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相关算法

DQN 算法流程
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相关算法

Policy Gradient是一种基于策略的强化学习算法, 是一种通过直接对策略参数
进行梯度上升来最大化期望回报的强化学习方法
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相关算法

Policy Gradient 不是通过估计价值函数来间接决定动作, 而是直接学习策略函
数, 即学习一个函数 πθ(a | s), 描述在状态 s 下采取动作 a 的概率

17 / 44



相关算法

Policy Gradient 流程
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相关算法

DQN 和 Policy Gradient
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相关算法

Actor-Critic 用价值估计稳定策略学习
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相关算法

Actor 负责决策, Critic 负责评估, 二者共同优化策略
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相关算法

总结
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大模型强化学习

RL 存在的问题
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大模型强化学习

为什么 LLM 能补上 RL 的短板
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大模型强化学习

LLM 增强强化学习的优势
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大模型强化学习

Survey on Large Language Model-Enhanced Reinforcement Learning: Concept,
Taxonomy, and Methods, 2025
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大模型强化学习

LLM 作为信息处理者, 将复杂的输入转化为可理解的结构化信息, 帮助 RL 智
能体聚焦核心任务
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大模型强化学习

主要应用方向
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大模型强化学习

https://robotics-transformer2.github.io/
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大模型强化学习

LLM 作为奖励设计者, 设计、生成或评估智能体的奖励信号, 动态调整奖励
函数, 使智能体学习更稳定
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大模型强化学习

LLM 作为奖励设计者
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大模型强化学习

LLM 作为决策者
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大模型强化学习

LLM 作为决策者（Decision Maker）
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大模型强化学习

https://say-can.github.io/
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大模型强化学习

语言规划 + 价值筛选
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大模型强化学习

LLM 作为生成器
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大模型强化学习

LLM 作为生成器

38 / 44



大模型强化学习

https://www.tesla.com/fsd
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VLN

https://navila-bot.github.io/
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VLA

https://openvla.github.io/
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自动驾驶

https://github.com/valeoai/v-max
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展望

A Survey of Reinforcement Learning for Large Reasoning Models, 2025
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Q&A
Thank you!
感谢您的聆听和反馈


