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m Convex Optimization, Stephen Boyd and Lieven Vandenberghe

m Numerical Optimization, Jorge Nocedal and Stephen Wright, Springer

g Jorge Nocedal Stephen J.Wright
Convex Optimization % Numencal Optlmlzatlon
futinla K Bl fi e
[
&
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i A D
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it

w RIMAITETZE, WiEFE P, FEE, XBXE, SFHFHRH, 2021

m http://faculty.bicmr.pku.edu.cn/~wenzw/optbook.html
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AL e A — AR

n SR ERE—AR AT AR

min  f(x) 1)
st. reX
r=(v1,09, +,1,) ER" BRAKRLTE

f: R" - R 2 BREH
X CR" BYREAGHATHE, ATHERMEMRARMITEERAITA
L X =R"R, @& (1) RALLHRMELERE
E8 X BEAUBHARES ¢;(v): R* > R,i=1,2,--- ,m+1FRIEA
X={zeR" |¢gz)<0, i=1,2,---,m,
ci(x)=0, i=m+1m+2,--- m+1}
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AL e A — AR

n ETAHEARFEHNRREESD, EEFERYNKE/MENTE o« RAMK
el (1) MEZiiE, BIXHER 2 c ¥ #1F

f(x) = f(a7)

WMERKEBIFREE f IR KE, W “min” MEHEA “max”
o BH f &> (HFXK) EF—EFE BHET (L) HBARAEREEN
v AL RER. SHEHESKES
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1L el RE Y S B

m SeTERLK B AR ER BN 24 3R oR 235 O 2 1 R B0 Y 8] R
m BHHY TERENBHAEM
m AEZMEAL BAREBFAARE LD ZEDE—AHIEL TR H Y 5] &
m XA BARER SR K R ST 2 3R R SR 1 BR 2RY ()
m FEMK RAME KT F IETE FEFERY 21 R LAY 5] 5
n EHHLE SREBREVEETTREMEE
m BB BB RAERE
m R RILBREFRIEEREE
SRk, BEMA. BEIMRKE. ML, JRMEL. 2RI LE
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TRy R

m BE bR, FEE AcR™", HEE b BWEHIT/NTFEE » HEH, A
m < n. ZEEMEFTIREKREEE

Ax =0

ARARE, FELEFEIHE
FIRESHREENERLER, BEHE

min  [|z([o min ||z min ||z(;
(60) z€R (52) z€R (61) z€R
st. Arxr =10 st. Az =05b st. Ax =0

m [EZEEAN (compressive sensing), BIBIIEAEERELBEENBEFTR
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TRy R

= MATLAB {f &

1m= 128; n = 256;
2 A = randn(m, n); u = sprandn(n, 1, 0.1);
b =A% u;

A b HR—EREM, BE o BE ( SEBIRK BB E—SILE

]
) S
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Compressed sensing

DL Donoho - IEEE Transactions on information theory, 2006 -
ieeexplore.ieee.org

Suppose x is an unknown vector in Ropf m (a digital image or signal); we ¢
measure n general linear functionals of x and then reconstruct. If x is know
compressible by ...

Yo WEIARE: 34750 HEENE 9

Robust uncertainty principles: Exact signal
reconstruction from highly incomplete frequency
information

EJ Candés, J Romberg, T Tao - IEEE Transactions on ..., 2006 - ieeexplor

... to Uncertainty Principles From a certain point of view, our results are co
the so-called uncertainty principles [4]... will be a novel uncertainty principl
for generic sets , . ...

Yo 99 3IA WEIARE: 19715 BXNE FifE 27 Thd K
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TRy R

n REFAHE Az =0 BIRF

Y

{

llefl, < €

n BIMERBAET LA, BIEELHE
n A BERHEEN, HEERRRNBELREEER

llel, <€
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LASSO [a]7h

m EEH (o SEBIEMITAER L E)

min pllzlli st Az =10 (2)
¢

i ! Az — b3 3

min pfjefy + 5 Az = bl (3)

p>0 BHREMENLSE
#RA LASSO (least absolute shrinkage and selection operator)

n KIRIERIS B EE I (2)F(3) 5 H
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Regression shrinkage and selection via the lasso

R Tibshirani - Journal of the Royal Statistical Society Series B ..., 1996
- academic.oup.com

... methods for estimation ofprediction error and the lasso shrinkage par
Bayes model for the lasso is briefly mentioned in Section 5. We describe
algorithm in Section 6. ...

Yo WEIFRE: 60458 HHXNE %
The adaptive lasso and its oracle properties

H Zou - Journal of the American statistical association, 2006 - Taylor &
Francis

... for the lasso variable selection to ... lasso, called the adaptive lasso,
adaptive weights are used for penalizing different coefficients in the 11 p
show that the adaptive lasso ...

Yo WEIFRE: 8879 HXXE
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deep learning) ZH1285F SJJHI— 4> Fis
n FEREATDUBHE 20 42 40 £, HFEHIAELESHIL

|

%
X
h:
M

Deep learning Example:
Shallow
Example: autoencoders
MLPs

Example: Example:
Logistic Knowledge
regression bases

Representation learning

Machine learning
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3N B 4 S
IKE%H
n B LR EE R AR

Sigmoid ER%L

He) = —
T exp(—2z)
Heaviside ER#
1, 2>0
t(z) =
0, z<0

RelLU R %
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LR

n ZEBHIL (multi-layer perceptron, MLP) 1 AU i {5 #8142 I 4%

n EId B A I FIRRIT RN E W17 I

B
A N

5 L B2

\
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BIRHZ W 4

n ERRMWEML (convolutional neural network, CNN)
m REZHER [ c RV ERZ K c R, EXEBRBES=1+K, B

S%]:<](ZZ+k—1,jj+/€—1),K>
12|21 )i
0(010]11/2]0 [ 61576714
2(of1f2/0f1]1 0[1 313{6]1]5
2(1[1|07fo [T | 1o . ="]7{3]4]64
tlof2]of1]2][Zf.. oft] . [5]s[a]1]7
1[2]1]o]1]o[2 7]4]6[4]4
o[2]2]1{1]o]0 o

I K S=IxK
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IR EE W 2%

m LeCun FAFEIERIEL T HF D EBIMEME LeNet-5, FINTERITIRS]
XELMFEHF

C3: f. maps 16@10x10
INPUT C1: feature maps S4: 1. maps 18@5x5
3232 g 52:f. maps
6@14x14

|
Full conrl1ecu'0n | Gaussian connections
Convolutions Subsampling Corvolutions  Subsampling Full connection

21/31



R EFAW 45

n ERMBE—MIFRNERME, SERAKESH, wARER, EAM
BERXRME. Lo EmGE. RS

11111 Convolution network

5656
28x%28
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1B /71 #HH 22 ) 2%

m BIAMEMLE (recurrent neural networks, RNN) ¥ 3L 7E 5 B iR 22 W 2% 1H ]
MitEs8xt, BRLaBEEA, FELFEREIR

!
S

sl
)

v
v

®) ®
! !
A A
& o
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AEF PRI EE

n AP FIRE

min Zf bi) + pp()

n fEHEEELEEE
pytorch/caffe2: adadelta, adagrad, adam, nesterov, rmsprop, YellowFin
https://github.com/pytorch/pytorch/tree/master/caffe2/sgd

pytorch /torch: sgd, asgd, adagrad, rmsprop, adadelta, adam, adamax
https://github.com/pytorch/pytorch/tree/master/torch/optim

tensorflow: Adadelta, AdagradDA, Adagrad, ProximalAdagrad, Ftrl,
Momentum, adam, Momentum, CenteredRMSProp
https://github.com/tensorflow/tensorflow/blob/master/

tensorflow/core/kernels/training ops.cc
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HE W FRE

Imagenet classification with deep convolutional neural
networks

A Krizhevsky, | Sutskever... - Advances in neural ..., 2012 - proceedings.!

We trained a large, deep convolutional neural network to classify the 1.3 1
resolution images in the LSVRC-2010 ImageNet training set into the 100(
classes. On the ...

Yo U9 3IF WEIFRRE: 132672 HHEXE  FiE 98 NHRA HTML|

Deep residual learning for image recognition

K He, X Zhang, S Ren, J Sun - Proceedings of the IEEE ..., 2016 -
openaccess.thecvf.com

... Deeper neural networks are more difficult to train. We present a res
framework to ease the training of networks that are substantially deepe
used previously. ...

Yr Y93I WEIRRE: 232781 #EXXE  FifA 65 MERA HTM
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ERMEHRMLE

m MR f(7) < f(x), Vo e X, W z AZRFR/E
m MRFE N.(7) ER] f(2) < f(o), Vo € N.(z) N X, MR = ARFEBR/ @
m #H—, WMRE f(z) < f(x), Vo € N.(z)NX B x # z BiL, W z A&

EECYN
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BEAES o, TEEERFE NS ()
MR {28 EEMEH || WEXTHE
Jim [|2* — )| = 0

BYSHEI R o A—PRE (£R) B0, WiRizEE K275 E R
B (2R) BIE

MRMNMEBNIAR o° HE, BEHENSFIEHBIER (/) WIE@
I, TER uE%%F‘:ﬂEEﬁMiﬂﬁﬂ F&E (£R) Hh/#E

I AR EBUERFS {f(«F)}, WRiZEE (£/F) KEBEKSEEIEER
(£R) H/ME

28/31



Wz S A T

n XPFRARMUERD, FRBGESUENR

f(xk) -/ k
m <e, IVEY <e
MEHMBERMN, BEFEAEMRE
Ja" T — ok f (@) = f(2)]

max{[],1} =Y max{|f@)] 1} ©
n MFAFEERE, TEEXEARERE

ci(z®) <es,i=1,2,---,m
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m & {2} ABEFENER ST BWESTF o~

Q-&'qu&ﬁi ka—&-l _ JJ*H
o <a, a€(0,1)
% — 2|
lim —— =1
i
Q-HBZ U
k+1
im 12—
P
Q—:U,tq&ﬁi ka—i-l _ .TZ*H
— <a, a>0
[ — 2|2
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AU SR BE

m 25 {277} B Q-ZMEUEHY

m 25 {1/k} 2 QIREMEUEAY

m 25 {277 B Q RIS, R QB

log(27")

log(2)

40 50 60 70 8 9 100

40 ;;) 60 70 80 90 100 R
—Mski%, EF Q-EBLMMF Q- IR EE
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Q& A

Thank you!
R GHR BB IT R R T



